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The notion of a task and language use in context play an important role in foreign language
teaching and learning. In the same vein, a representation of the learner’s ability to use
language in context and perform tasks using appropriate strategies has been argued to be
crucial for interpreting learner language and for informing learner modeling in Intelligent
Tutoring Systems (Amaral & Meurers, 2008). Most learner corpora, however, consist of
learner essays with minimal meaning and form requirements. Borrowing the terminology of
Bachman & Palmer (1996), the essays are indirect responses, primarily encoding individual
background knowledge of the learners. Fitzpatrick & Seegmiller (2004) show that for such
learner essays it can be tremendously difficult to agree on what the learner was trying to
say, i.e., they fail to reach sufficiently high inter-annotator agreement levels for annotating
target hypotheses. In light of these issues, for our research on the automated comparison of
meaning we explore the creation and annotation of a corpus in which the learner language
produced is more explicitly contextualized and directly related to the input provided by the
exercise.

We present our efforts at collecting a longitudinal learner corpus consisting of answers to
reading comprehension questions written by American college students learning German.
We discuss the development of the open-source WELCOME tool, which we created to fa-
cilitate the interdisciplinary exchange of the contextualized learner corpus between the lan-
guage programs at OSU and KU providing the data and the computational linguists working
on its encoding and automatic analysis. Along with the learner answers, we collect the read-
ing texts, the reading comprehension questions, and the target answers that teachers prepare
as reference for the grading process.

Only reading comprehension questions asking for information that is encoded in the text are
included, thereby limiting the implicit need for world knowledge to evaluate the meaning of
the learner answers. The meaning of each learner answer is assessed by two independent an-
notators. Meaning assessment is done using a binary classification (correct vs. incorrect) as
well as using a richer set of diagnosis categories encoding the nature of the divergence from
the target answers specified by the teachers. Following Bailey & Meurers (2008), we dis-
tinguish “missing concept”, “extra concept”, “blend” (missing concept and extra material),
and “non-answer” for answers which are unrelated to the topic under discussion.

Based on the first year of the four year project, we present a first evaluation of the corpus
creation effort, the inter-annotator agreement obtained for meaning assessment so far, and
the next steps planned.
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